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Abstract The second Radiative Heating in Underexplored Bands Campaign (RHUBC‐II) was conducted
in 2009 by the U.S. Department of Energy Atmospheric Radiation Measurement program to improve
water vapor spectroscopy in the far‐infrared spectral region. RHUBC‐II was located in an extremely dry
region of Chile to ensure very low opacities in this spectral region. Spectrally resolved measurements by a
far‐infrared spectrometer and a submillimeter interferometer from RHUBC‐II are compared with
line‐by‐line radiative transfer model calculations. Water vapor amounts and temperatures used in the
calculations come from collocated radiosondes, with extensive adjustments to correct for issues due to the
campaign's dry conditions and mountainous terrain. A reanalysis is also performed of far‐infrared
measurements taken at the Atmospheric Radiation Measurement North Slope of Alaska site before and
during the first RHUBC campaign. These analyses determine that differences between the measurements
and model calculations using existing spectroscopic parameters are significant in the far‐infrared and
submillimeter regions, leading to the derivation of improved water vapor continuum absorption coefficients
and air‐broadened widths of 74 water vapor lines. The foreign continuum is increased by more than 50% in
part of the far‐infrared and the widths of more than 20 lines are changed by more than 10%. The
uncertainty in the foreign continuum coefficients is estimated as greater than 20% in some spectral regions,
primarily a consequence of the uncertainty in the specification of water vapor. The improved far‐infrared
spectroscopic parameters have a notable impact on calculated spectral radiances and a modest impact
on broadband radiative fluxes and heating rates.

1. Introduction

Emission and absorption of thermal radiation by the atmosphere and surface are key processes that drive our
weather and climate. Thermal radiative processes need to be represented accurately in atmospheric models
for there to be confidence in these models' simulations. Our knowledge of gaseous absorption properties has
a strong foundation in most of the longwave spectral region, where thermal radiative processes are
dominant. Through a combination of theoretical spectroscopic calculations and laboratory and field
radiometric observations, spectroscopic parameters have been derived and subsequently utilized by detailed
line‐by‐line radiative transfer models in radiative closure studies that have in turn led to further refinements
in these parameters (see, e.g., Mlawer & Turner, 2016). In this part of the spectrum, fast radiative transfer
codes built from these line‐by‐line models can be used confidently for weather and climate prediction
and remote sensing applications. However, in the far‐infrared (far‐IR, 100–600 cm−1) and submillimeter
(sub‐mm, 10–100 cm−1) regions of the longwave, the foundation of our knowledge is not nearly as strong,
despite this region's important contribution to the total thermal energy in our atmosphere (Figure 1;
Harries et al., 2008). (Note: The far‐IR is sometimes defined as spanning 10–600 cm−1; however, as the
10–100 cm−1 region contributes only a small amount to the surface or top‐of‐atmosphere energy budgets,
here we define the far‐IR to be only the 100‐ to 600‐cm−1 region.)
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The significant far‐IR contribution to the thermal energetics of the atmosphere and the dominant role of
water vapor absorption in the far‐IR demonstrate that solid knowledge of water vapor absorption properties
in the far‐IR is important for accurate analysis of key issues related to Earth's radiative balance and climate.
This absorption consists of both water vapor lines and the underlying water vapor continuum. Remote sen-
sing in both the far‐IR and sub‐mm also depend on accurate values for spectroscopic parameters in these
spectral regions. However, due to the lack of sensitivity of surface downwelling far‐IR radiation to these
parameters under typical atmospheric conditions (green curves in Figures 2 and 3), far‐IR radiative closure
studies have been challenging to undertake. Another factor thwarting such studies was the lack, until
recently, of instruments that make spectrally resolved radiometric measurements in the far‐IR and sub‐mm.

In the late 1990s, a far‐IR radiative closure study (Tobin et al., 1999) that was performed as part of the Surface
Heat Budget of the Arctic Ocean experiment led to important improvements to foreign‐broadened conti-
nuum absorption coefficient values in the far‐IR, but only a portion (400–600 cm−1) of the far‐IR was ana-
lyzed due to the limited spectral range of the instrument. After this analysis, the uncertainty of the key
spectroscopic parameters of water vapor in the far‐IR, even from 400–600 cm−1, remained unacceptably
high. With this motivation, the Atmospheric Radiation Measurement (ARM) Program (Ackerman &
Stokes, 2003; Stokes & Schwartz, 1994; Turner & Ellingson, 2016) of the U.S. Department of Energy orga-
nized two field experiments, the Radiative Heating in Underexplored Bands Campaigns (RHUBC), to assess
and improve our understanding of water vapor spectroscopy throughout the far‐IR (Turner &Mlawer, 2010).
The first RHUBC was held in 2007 at the ARM North Slope of Alaska (NSA) site in Utqiagvik (formerly
Barrow; Verlinde et al., 2016) and resulted in significant improvements in our knowledge of the foreign con-
tinuum between 400 and 600 cm−1 and the widths of many absorption lines in this region (Delamere et al.,
2010). The subsequent RHUBC‐II campaign was held in 2009 at an elevated site on Cerro Toco in the
Atacama Desert of Chile. During RHUBC‐II, the precipitable water vapor (PWV) values were as much as
5 times lower than those encountered during RHUBC‐I, allowing sensitivity to spectroscopic values
throughout most of the far‐IR and a large portion of the sub‐mm spectral region. We report herein on our
analysis of the observations taken during RHUBC‐II, which has led to significant modifications to the water
vapor foreign continuum and notable changes to water vapor foreign‐broadened line widths and the self‐
continuum.

Since the two RHUBC campaigns were completed, other studies have used field observations to derive for-
eign continuum coefficients in the far‐IR. Liuzzi et al. (2014) analyzed measurements from a far‐IR spectro-
meter (same as utilized in RHUBC‐II) that was deployed in a 2‐year field campaign at Dome C in Antarctica.
This analysis made use of the line widths determined in Delamere et al. (2010) and simultaneously retrieved
foreign continuum coefficients in a large portion of the far‐IR and the water vapor and temperature profiles
used as input to the radiative transfer calculations. The methodology used in Liuzzi et al. (2014) improved
upon an analysis performed on prior measurements from the same instrument as part of the Earth
Cooling by Water Vapour Radiation campaign in Italy (Serio et al., 2008). Green et al. (2012) derived far‐
IR foreign continuum coefficients from measurements from an aircraft‐based spectrometer over a range of
water vapor amounts, undertaken as part of the Continuum Absorption by Visible and Infrared radiation
and its Atmospheric Relevance initiative. The instrument used in that study was also deployed in
RHUBC‐I, but instrumental issues during the campaign thwarted the attainment of significant useable spec-
tra (Fox et al., 2015). Finally, Shi et al. (2016) derived foreign continuum coefficients from 190–350 cm−1

from measurements by a Fourier transform spectrometer (FTS) configured for unattended operation and
calibration that was deployed to the Chinese Kunlun research station at Antarctica Dome A. The results
from these studies are discussed below.

After a brief recap of RHUBC‐I, section 2 provides relevant information about the RHUBC‐II campaign.
Section 3 details the components of the radiative closure analysis for both RHUBC‐II and the reanalysis of
the RHUBC‐I data set: the radiometric measurements, the radiative transfer models, and the specification
of the atmospheric state used needed for the calculations. (Further details about the instruments and the spe-
cification of the atmospheric state can be found in the supporting information). Section 4 provides the results
of the comparisons between the measurements and calculations for RHUBC‐II (far‐IR and sub‐mm) and
RHUBC‐I (far‐IR), most notably the modifications made to the water vapor continuum and line widths
needed to attain radiative closure. A validation is also performed using an independent far‐IR
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measurement data set from RHUBC‐II, and comparisons are made with
other studies of the far‐IR foreign continuum. Section 5 details the impact
of these spectroscopic improvements on calculated fluxes and heating
rates. The final section summarizes both RHUBC campaigns and the need
for further studies of water vapor spectroscopy in the far‐IR.

2. The RHUBC Campaigns
2.1. RHUBC‐I

The RHUBC‐I campaign was held at the ARM NSA site in Utqiagvik,
Alaska, over 3 weeks in the winter of 2007. Clear and cold conditions char-
acterized this period, ideal for achieving the main objective of the cam-
paign, the evaluation and improvement of water vapor spectroscopic
parameters in the far‐IR. Details about the RHUBC‐I experiment and ana-
lysis can be found in Delamere et al. (2010), which is the reference for the
basic information provided in this subsection (unless otherwise noted).

In addition to the usual instrumental suite present at NSA, including the
Atmospheric Emitted Radiance Interferometer‐Extended Range
(Knuteson et al., 2004a, 2004b; AERI‐ER; more detail on the AERI is pro-

vided below), during RHUBC‐I the site hosted a number of guest instruments targeted at the campaign's
objectives. A second far‐IR radiometric instrument, the Tropospheric Airborne FTS (TAFTS; Canas et al.,
1997), a FTS operating from 80–600 cm−1 with a spectral resolution of 0.12 cm−1 was also present for
RHUBC‐I. In addition to the standard ARM 183 GHzmicrowave radiometer (Cadeddu et al., 2007), essential
for specifying the water vapor column above the site, two other microwave radiometers were present, and an
analysis demonstrated that these instruments agreed well with each other (Cimini et al., 2009). In addition,
the usual twice‐a‐day radiosonde launches were augmented by 48 additional sondes over the campaign's
duration. As expected, dry conditions prevailed, with numerous occurrences of PWV values near 1.0 mm.
The range of PWV (see Figure 3 of Turner & Mlawer, 2010) was 0.9–2.4 mm.

Accurate specification of the water vapor profile in the column above a
ground‐based radiometric instrument is of critical importance in a radia-
tive closure study that is focused on absorption due to water vapor
(Revercomb et al., 2003; Turner et al., 2004). In RHUBC‐I, the water vapor
abundances measured by the sondes were scaled to agree with the PWV
retrieved from one of the 183 GHz radiometers, resulting in an PWV
uncertainty of ~2% (Cimini et al., 2009; Delamere et al., 2010). With these
profiles as input to the radiative transfer model, comparisons between
model calculations and AERI‐ERmeasurements demonstrated significant
disagreement, and, as a result, modifications were made to the water
vapor continuum and the widths of 42 strong water vapor lines between
400 and 600 cm−1. These changes had significant impact on computed
atmospheric radiative fluxes and were shown to contribute to small but
statistically significant changes to temperature, humidity, and cloud fields
in a 20‐year climate simulation (Turner, Merrelli, et al., 2012).

Despite the success of RHUBC‐I in improving our knowledge of far‐IR
water vapor spectroscopy, a major portion of the far‐IR remained “under-
explored” after this campaign. Two factors prevented RHUBC‐I from
extending its results below 400 cm−1. First, the PWV values during the
campaign were not low enough to provide much sensitivity to spectro-
scopic parameters for wavenumbers less than 400 cm−1 (red curves in
Figure 2). Second, instrumental issues plagued the TAFTS during
RHUBC‐I, resulting in this instrument collecting only a very limited num-
ber of valid spectra (Fox et al., 2015). To allow for further progress, a sec-
ond RHUBC campaign was organized and undertaken.

Figure 2. (a) Calculated downwelling radiance in the far‐infrared for the
U.S. Standard Atmosphere (green) and for typical radiosondes from the
RHUBC‐I (red) and RHUBC‐II (blue) campaigns. The change in the
downwelling radiance if (b) the water vapor air‐broadened line widths are
increased by 20%; (c) the foreign continuum is increased by 20%; and (d) the
self‐continuum is increased by 20%. A “radiance unit” (RU) is 1 mW/
(m2·sr·cm−1). RHUBC = Radiative Heating in Underexplored Bands
Campaign; PWV = precipitable water vapor.

Figure 1. Plotted with respect to the blackbody temperature, (blue, left axis)
the total integrated thermal irradiance in the far‐infrared and submillimeter
regions (10–600 cm−1) and (red, right axis) its fraction with respect to the
total broadband thermal irradiance.
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2.2. RHUBC‐II

The Atacama Desert of northern Chile is well known for its clear and dry
conditions (e.g., Rutllant Costa, 1977) and, for that reason, has been cho-
sen to host a number of astronomical observatories. This includes the
Atacama Large Millimeter/submillimeter Array, an array of 66 antennas
situated at ~5,000‐m elevation in the Chajnantor Plateau in the
Atacama. The combination of the ideal climatic conditions plus the
advanced infrastructure developed in this region due to the presence of
Atacama Large Millimeter/submillimeter Array led ARM to hold the sec-
ond RHUBC campaign on the upper slopes of a mountain, Cerro Toco,
that borders this plateau. Based on climatological analysis, RHUBC‐II
was held during the late winter/early spring (August–October of 2009)
to maximize the chances of cloud‐free periods characterized by very low
PWV values.

The high altitude (5,380 m) and remote location of RHUBC‐II presented a
number of challenges. The site was an hour's drive, much over unpaved
mountain roads, from accommodations (at 2500 m elevation), so safety
and health concerns led to an approximate “every‐other‐day” operations
schedule, with an operational day limited to 4–5 hr in the morning. No
operations were held at night. Many of the instruments needed to be
deployed manually each day, so remote data acquisition was not possible.

The micropulse lidar (Campbell et al., 2002) that was first installed at the site to identify clouds did not func-
tion properly, and a replacement lidar was not able to be shipped and set up until late in the campaign.
Despite these and other challenges, a wealth of valuable radiometric measurements were acquired during
the campaign by five different instruments (section 3), with other measurements providing contempora-
neous information on the atmospheric state relevant to radiative transfer. Additional information about
RHUBC‐II can be found in Turner and Mlawer (2010) and Turner, Mlawer, et al. (2012).

The particular challenges of the RHUBC‐II deployment necessitated use of a different approach to specify
the atmospheric state than that of previous similar closure studies (e.g., Delamere et al., 2010; Turner
et al., 2004). Westerly winds of 20–30 m/s were persistent, immediately whipping the Vaisala RS92‐k radio-
sondes horizontally after launch.Within 20m, they had passed over a large cliff and into the leeward wake of
the mountain. (see Figure 9 in Marín et al., 2013, for RHUBC‐II site orography.) Therefore, not only were
sondes measuring atmospheric conditions not over the radiometric instrument, their recorded pressure
and temperature values were for an elevation above ground hundreds of meters greater than its elevation
over the site and influenced by mountainous terrain. These factors made the radiosonde measurements
far less representative of the radiating column than in previous closure studies and, as described below,
led to alternate approaches to specify these critical atmospheric state parameters.

3. Components of the Radiative Closure Study

A radiative closure experiment is a comparison between radiometric measurements and the calculations of a
radiative transfer model that utilizes a best guess of the atmospheric (and, possibly, surface) properties
required for the calculation. The quality of each of the three components in the experiment—the measure-
ments, the radiation code, and the specification of the atmospheric state—is of critical importance in ensur-
ing that the conclusions of the study advance our understanding of the processes being examined. This
section details the elements of the RHUBC‐II closure study.

3.1. Radiometric Measurements

Six instruments making spectrally resolved radiationmeasurements were deployed to the Cerro Toco site for
RHUBC‐II. Two instruments provided measurements throughout the far‐IR, the Radiation Explorer in the
Far‐Infrared‐Prototype for Applications and Development (REFIR‐PAD; Palchetti et al., 2005, 2008) and
the Far‐Infrared Spectroscopy of the Troposphere (FIRST; Mlynczak et al., 2006). Closure analysis related
to the REFIR‐PAD measurements is presented in this paper (section 4.1.1), and this analysis is validated

Figure 3. The same as Figure 2, but for the submillimeter with the radiance
values expressed in brightness temperature. The 60‐ to 100‐cm−1 region is
not shown since in this region the change in brightness temperature with
respect to changes in widths and the foreign and self‐continua are very
small.
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using FIRST observations (section 4.2). (A complete analysis of the RHUBC‐II FIRST measurements is the
focus of Mast et al., 2017.) We also present here (section 4.1.3) the results of a radiative closure analysis using
measurements in the sub‐mm region by the Smithsonian Astrophysical Observatory submillimeter FTS
(SAO‐FTS; Paine et al., 2000; Paine & Turner, 2013) during this campaign. Measurements from two
other radiometric instruments deployed in RHUBC‐II were used in this study to specify important
atmospheric state parameters used in the radiative transfer model calculations. IR measurements from
the AERI (Knuteson et al., 2004a, 2004b) were used to derive temperature values for the lower atmosphere
(section 3.2.3 and the supporting information). Also, microwave measurements from the G‐band Water
Vapor Radiometer Profiler (GVRP; Cimini et al., 2009), which was one of the three radiometers providing
measurements on the 183.3‐GHz water vapor line during RHUBC‐I, provided information on RHUBC‐II
water vapor profiles (section 3.2.3 and the supporting information). The shortwave instrument, the
Absolute Solar Transmittance Interferometer (Hawat et al., 2002), which was deployed to make spectral
measurements from 2,000–10,000 cm−1 (1–5 μm), did not function well during the campaign and its mea-
surements are not used in the analysis presented here.

The presence of these instruments in one location, which spanned the entire thermal longwave region,
resulted in what we believe is the first‐ever high spectral resolution observation of the entire thermally
emitted spectrum, an example of which was shown in Figure 2 of Turner, Mlawer, et al. (2012).

Details on the design and calibration of the key radiometric instruments used in RHUBC‐II, the REFIR‐
PAD, SAO‐FTS, GVRP, and AERI, can be found in the supporting information of this manuscript.
Detailed information about the FIRST instrument (spectral range 100–1,000 cm−1, nominal resolution
0.643 cm−1) and its deployment in RHUBC‐II is in Mast et al. (2017).

3.2. Line‐by‐Line Radiative Transfer Calculations
3.2.1. Radiative Transfer Models
LBLRTM. LBLRTM (available at rtweb.aer.com; Clough et al., 2005) is an accurate and flexible radiative
transfer model that can be used over the full spectral range from the microwave to the ultraviolet and has
had a long and successful heritage at the leading edge of the field. Radiative closure studies performed with
ARM data (Mlawer & Turner, 2016) have been crucial in establishing LBLRTM as a state‐of‐the‐science
radiative transfer model. LBLRTM has been used in ground‐based retrieval schemes (Turner & Blumberg,
2018; Turner & Löhnert, 2014), to develop radiation codes such as RRTMG for climate applications
(Iacono et al., 2000; Mlawer et al., 1997; Mlawer et al., 2016), to train forward models utilized in operational
satellite retrievals (Clerbaux et al., 2007; Clough et al., 2006) and data assimilation schemes (e.g., the
Community Radiative Transfer Model; Liu & Boukabara, 2014), and to provide reference calculations for
model intercomparison studies (Oreopoulos et al., 2012; Pincus et al., 2015). The breadth and importance
of these applications attests to the role that LBLRTM has played and continues to play in advancing atmo-
spheric and climate science.

MonoRTM. MonoRTM (available at rtweb.aer.com; Clough et al., 2005; Payne et al., 2011) is a radiative
transfer model that utilizes the same physics as LBLRTM but is designed to process a limited number of
monochromatic spectral output values with higher accuracy. MonoRTM is commonly utilized in the micro-
wave spectral region and also is appropriate for use for laser propagation studies in other spectral domains.

The am program (available at http://doi.org/10.5281/zenodo.1193771; Paine, 2017) is a radiative transfer
code developed for modeling the terrestrial atmosphere in radio astronomy and remote sensing applications
at microwave through sub‐mmwavelengths. Its principal strengths are numerical efficiency, ease of integra-
tion with other software, and flexible modeling of spectrometers and receiver systems. Recent versions of am
explicitly track the water vapor line and continuum spectroscopy in the AER radiative transfer codes.
3.2.2. Spectroscopic Parameters
As in Delamere et al. (2010), the main objective of this study is the evaluation of current water vapor spectro-
scopic parameters (line widths and continuum) based on the observations taken during the campaign and, if
necessary, adjustments to these parameters to improve the agreement between the radiometric measure-
ments and the radiation calculations. This section details the line parameters and continuum version used
as baseline parameters for this study and places those values in the context of the results of Delamere
et al. (2010).
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The three radiative transfer models used in this study evaluate the opti-
cal depth contributions of each line out to ± 25 cm−1 from its center
and consider any contribution further from the line center as part of
the continuum. For LBLRTM, the Voigt profile (symmetrized as in
Van Vleck & Huber, 1977; see also Clough et al., 1989) is utilized
and computed with an algorithm based on a linear combination of
approximating functions (for species like CO2, CH4, and O2, these func-
tions are modified to account for line mixing). In MonoRTM, the

Humlicek (1972) algorithm is used to compute the symmetrized Voigt line shape for all pressure regimes
(also adjusted for line mixing, if present). For am, line shapes are specified by species and model layer.
For the sub‐mm analysis, given the low‐frequency and wide instrumental resolution, Doppler broaden-
ing is negligible and default pressure‐broadened line shapes are used in the am models for this study.
In particular, the default water vapor line shape is Van Vleck‐Huber with the ±25‐cm−1 line wing cutoff
noted above. In addition to the line contributions, all three of these models utilize the MT_CKD water
vapor continuum model (Mlawer et al., 2012), which conceptually can be understood as including con-
tributions from all water vapor lines further than 25 cm−1 from their centers plus any line contributions
within 25 cm−1 not consistent with the Voigt line shape. The MT_CKD water vapor continuum was
initially formulated as the sum over all water vapor lines of a single line shape fitted to maximize agree-
ment with continuum measurements available at the time of its creation (see Mlawer et al., 2012, for
more details), but subsequently, the MT_CKD absorption coefficients have been modified in certain
spectral regions based on more recent analyses of laboratory and atmospheric spectra.

The analysis of radiative transfer model calculations that utilize different combinations of spectroscopic
parameters provides the foundation for this study. Since we will be referring to these combinations through-
out this manuscript, we define labels for each of these combinations in Table 1.

Water vapor absorption lines. The intensities and positions of water vapor lines used in Delamere et al. (2010)
for the RHUBC‐I analysis were from calculations by Coudert et al. (2008) based on bothmeasurements and a
theoretical model. These values were used for the calculations designated “LBL09” in Delamere et al. (2010)
and were incorporated in the line parameter database (i.e., linefile) AER_v_2.2. The group that performed
these spectroscopic calculations subsequently provided updated intensities that were incorporated into
HITRAN 2012 below 800 cm−1 for lines with intensities greater than 10−26 cm−1/(molecule/cm2)
(Rothman et al., 2013). These intensities were adopted in the linefile AER_v_3.4.1 (and its successor,
AER_v_3.5, that is derived in the current study) and are used for all LBLRTM calculations presented here.
The ratio of the HITRAN 2012 water vapor line intensities to those in AER_v_2.2 are shown in Figure 4 for
the spectral region of interest. Somewhat larger intensity differences than these have been shown to result in
only a small change in calculated radiances (see Figures 7 and 8c in Delamere et al., 2010).

A major result of Delamere et al. (2010) was the determination of air‐
broadened widths for 42 far‐IR water vapor transitions between 400
and 600 cm−1 that improved upon the width values in the 2006
HITRAN water vapor update file. These width improvements were
incorporated into the AER_v_2.2 linefile and were also in
AER_v_3.4.1. As was the case for the 2006 HITRAN update, the
HITRAN 2012 database utilizes the procedure described in Gordon
et al. (2007) to determine air‐broadened widths of water vapor lines,
although the width values changed between HITRAN 2006 and 2012
due to updated data being input to the procedure. However, this input
did not include the widths determined in Delamere et al. (2010). For
far‐IR lines not analyzed in Delamere et al. (2010), AER_v_3.4.1
adopted the widths from the HITRAN 2008 database (Rothman et al.,
2009). The ratios of the widths in HITRAN 2012 to those in
AER_v_3.4.1 are shown in the center panel of Figure 5.

Figures 6b and 6c show the residuals between the REFIR‐PAD measure-
ments and LBLRTM calculations using widths from AER_v_3.4.1

Table 1
Definitions of the Combinations of Line Width and Continuum Versions
Referred to in This Study

Label Line widths Continuum

Pre‐RII aer_v_3.4.1 MT_CKD_2.8
Pre‐RII_HIT HITRAN 2012 MT_CKD_2.8
Post‐RII aer_v_3.5 MT_CKD_3.0

Figure 4. Ratios of water vapor line intensities in HITRAN 2012 (same as
AER_v_3.4.1 and AER_v_3.5) to those in AER_v_2.2 color‐coded by line
intensity (cm−1/[molecule/cm2]).
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(labeled “Pre‐RII”; see Table 1) and HITRAN 2012 (labeled “pre‐RII_HIT”), respectively, for all RHUBC‐II
cases with PWV between 0.3 and 0.5 mm. All other spectroscopic values, including the water vapor
continuum coefficients, are the same for these two sets of calculations, as are the input profiles. (The
construction of the input profiles will be described below.) Not surprisingly, the residuals above 400 cm−1

for the PRE‐RII calculations (AER_v_3.4.1) are smaller than for PRE‐RII_HIT, reflecting the width
improvements in Delamere et al. (2010) that were not incorporated into HITRAN 2012. Below 400 cm−1,
both sets of widths result in significant residuals, with AER_v_3.4.1 being generally better than HITRAN
2012 above 300 cm−1 and worse at lower wavenumbers. Based on these results, the baseline widths used
in this study were from AER_v_3.4.1.

Water vapor continuum. The MT_CKD foreign and self‐continua in the far‐IR have undergone a number of
modifications since the generation of MT_CKD_1.0 (Mlawer et al., 2012). Although this initial version of
MT_CKD took into account the far‐IR continuum coefficients determined by Tobin et al. (1999), a subse-
quent reassessment of the agreement between the coefficients and MT_CKD_1.0 led to a modification of
the far‐IR foreign continuum, released as MT_CKD_1.2. This continuum version provided the baseline for
the Delamere et al. (2010) study, which used ARM NSA AERI‐ER measurements from 400–600 cm−1 to
improve the MT_CKD_1.2 foreign continuum. Improvements to the MT_CKD_1.2 foreign and self‐
continuum coefficients in the microwave were also derived by Payne et al. (2011). These microwave self‐
continuum adjustments were modeled as extending to higher wavenumbers, so the continuum version pre-
sented in Delamere et al. (2010), MT_CKD_2.4, had modifications to both the foreign and self‐continuum
coefficients in the far‐IR. In the far‐IR, MT_CKD_2.4 is identical to MT_CKD_2.8, which is utilized as the
benchmark version for this study. Figure 7 demonstrates the differences between the foreign continuum
in MT_CKD_2.4 and its predecessors. All these versions, however, share a key element: all continuum coef-
ficients between 10 and 400 cm−1 come from fits that interpolate between the observationally determined
values in the microwave (<6 cm−1) and above 400 cm−1. The continuum in this gap, in the radiatively
potent, but underexplored, spectral region between 10 and 400 cm−1, is analyzed in this study, allowingmost
of this region to be filled in with values derived from observations.

Other spectroscopic parameters. Since the tail of the CO2 ν2 band impacts the high wavenumber end of the
far‐IR region, we provide here some information on this band's implementation in LBLRTM, which is the
same for all versions analyzed in this study. All CO2 line parameters needed for the Voigt line shape have
been obtained from the HITRAN 2012 database with the adjustments made by Lamouroux et al. (2015).
For CO2, the Voigt function needs to be modified to account for line mixing to accurately compute the
sub‐Lorentzian behavior in the band wings. The first order approximation to line mixing, which is used
for CO2 lines in LBLRTM, is based on an expansion in terms of pressure of the full line mixing equation
(Hartmann et al., 2008) and assumes that the first two terms of the expansion (the Voigt line shape plus

Figure 5. Ratios of air‐broadened widths of water vapor transitions color‐coded by line intensity (cm−1 /[molecule/cm2]):
(left) ratios of AER_v_3.4.1 (same as Delamere et al., 2010, for wavenumbers > 400 cm−1) to AER_v_3.5; (center) ratios of
HITRAN 2012 to AER_v_3.4.1; and (right) ratios of HITRAN 2012 to AER_v_3.5.
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an asymmetric correction term) accurately describe the effect of line mixing on the line shape. The
implementation of this approximation that is used in LBLRTM is based on Lamouroux et al. (2015),
which, in turn, is based on the Niro et al. (2005) approach to P‐, Q‐, and R‐branch line mixing for CO2.
3.2.3. Input to the RHUBC‐II Calculations
A brief overview of the approach used to determine the atmospheric profiles input to the radiative transfer
calculations performed in this study is provided in this section. Figure 8 provides a schematic depiction of
this approach. A more detailed description is also given in the supporting information.

In brief, numerous modifications are made to the sonde‐measured water vapor and temperature profiles,
many of which try to overcome the issue that the RHUBC‐II sondes did not accurately represent the atmo-
spheric properties in the column above the radiometric instruments. First, an adjustment is made to the
sonde water vapor profiles to correct for known biases in low humidity conditions (Miloshevich et al.,
2009). A continuous sounding product, referred to as “TI‐sounding” (similar to that described in Troyan,
2012), is created, and then certain of its components are modified as follows:

Figure 6. RHUBC‐II REFIR‐PAD results from 150–550 cm−1 for 117 cases with 0.3 mm < PWV < 0.5 mm. (a) Median
REFIR‐PAD radiances; (b) median residuals between REFIR‐PAD and LBLRTM using Pre‐RII; (c) median residuals
between REFIR‐PAD and LBLRTM using Pre‐RII_HIT; (d) median residuals between REFIR‐PAD and LBLRTM using
Post‐RII (i.e., after the improvements presented in this work); (e) change in residuals between Post‐RII and Pre‐RII due to
the change in widths; (f) change in residuals between Post‐RII and Pre‐RII due to the change to the water vapor conti-
nuum; and (g) same results as shown in panel d, but with scale expanded to enable residual features to be viewed more
easily. Gray envelopes in panels b–d and g show the interquartile range of the residuals. The random noise of the REFIR‐
PAD in the laboratory is about 1 RU. RHUBC = Radiative Heating in Underexplored Bands Campaign; PWV = precipi-
table water vapor; REFIR‐PAD = Radiation Explorer in the Far‐Infrared‐Prototype for Applications and Development.
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1. Temperature profiles in the lowest 3,000 m are replaced by profiles
retrieved using AERI measurements in the 15‐ and 4.3‐μm carbon
dioxide bands

2. Water vapor profiles are replaced by profiles retrieved from GVRP
measurements (i.e., on the 183‐GHz line in microwave).

Since the responsivity of the AERI steadily decreased throughout the cam-
paign (see section S.1.4), AERI temperature retrievals were not performed
after 24 September 2009 and no cases analyzed in this paper are from
after that date. From this modified sounding product (termed “RETR‐
sounding”), two versions of a final set of profiles are created. First, based
on an analysis of residuals between LBLRTM calculations that use RETR‐
sounding and REFIR‐PAD measurements from 400–550 cm−1, all water
vapor profiles in RETR‐sounding are scaled by 7%. This version of the pro-
files is used in the far‐IR REFIR‐PAD analysis. The second version of the
profiles is created by performing a PWV scale factor retrieval for each
SAO‐FTS spectra analyzed. This version is used in the SAO‐FTS analysis.

It is important to note that the adjustments made to TI‐sounding that are
based on retrievals using radiometric measurements (hexagons in
Figure 8) are primarily performed in spectral regions in which we have
more confidence in our spectroscopic knowledge than we have in the
spectroscopy that we target in this study:

1. Uncertainties are low for the spectroscopic parameters of the IR carbon dioxide bands, which are widely
used for temperature retrievals from satellite observations.

2. The properties of the 183‐GHz water vapor line and corresponding water vapor continuum also have
modest uncertainties (Cimini et al., 2018; Payne et al., 2008; Payne et al., 2011) andmeasurements on this
line have been relied upon in previous similar studies (e.g., Delamere et al., 2010).

3. Water vapor line parameters and continuum from 400–550 cm−1 have been analyzed in Delamere et al.
(2010) and improvements implemented, allowing this study to utilize this region with some confidence.

In this study, there is one exception to the practice of implementing profile adjustments only if the measure-
ments on which these adjustments are based are in spectral regions with spectroscopic parameters that have
previously been investigated in some detail, which is our use of SAO‐FTS measurements to constrain the
PWV for our sub‐mm analysis. To assess the degree of circularity that this approach might create, this retrie-
val is performed both using the original spectroscopy and the revised spectroscopy that is derived in the cur-
rent study (section 4.1.3). Since the two sets of scale factors are effectively equivalent (e.g., median scale
factors differ by 0.3% for cases with PWV between 0.3 and 0.5 mm), we conclude that this adjustment to
the profiles is sufficiently independent of the derived spectroscopy.

4. Measurement‐Calculation Comparisons

In this section, radiative closure analyses using RHUBC‐II measurements are presented. Analyses covering
the 10‐ to 600‐cm−1 spectral region are split into different spectral regions since the analysis in each region
involves a distinct set of measurements.

4.1. Radiative Closure Analyses
4.1.1. RHUBC‐II Far‐IR Analysis (200–405 cm−1)
The REFIR‐PAD measurements from RHUBC‐II are grouped into subsets based on PWV. Due to the high
variability of the residuals between the measurements and LBLRTM calculations, the analysis focuses on
the only PWV subset that consists of a sufficiently large number of cases, 0.3 mm < PWV < 0.5 mm (see
Table 2). After a few cases are removed from this data set due to issues with spectral calibration, this subset
consists of 117 cases. (All REFIR‐PAD results presented hereafter are for this subset.) For this PWV range, as
shown by the blue curve in Figure 2, semitransparent microwindows are present in the far‐IR even below
240 cm−1. As discussed above, the residuals corresponding to the baseline calculations of LBLRTM (Pre‐RII,
i.e., the far‐IR water vapor continuum and widths after Delamere et al., 2010), shown in Figure 6b, are

Figure 7. Ratios of water vapor foreign continuum values from different
versions of MT_CKD with respect to MT_CKD_2.8 (same as
MT_CKD_2.4). Values are plotted every 10 cm−1.
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Figure 8. Schematic description of the construction of the temperature and water vapor profiles used in this study. SAO‐
FTS = Smithsonian Astrophysical Observatory submillimeter Fourier transform spectrometer; AERI = Atmospheric
Emitted Radiance Interferometer; GVRG‐band Water Vapor Radiometer Profiler.

Table 2
Number of Cases in Each PWV Bin in the REFIR‐PAD and SAO‐FTS Data Sets Used in This Analysis

Bin PWV range

REFIR‐PAD SAO‐FTS

Number Number Median PWV scale factor IQR of PWV scale factors

1 <0.3 mm 33 114 0.971 0.099
2 0.3–0.5 mm 117 132 0.995 0.101
3 0.5–0.8 mm 21 45 0.964 0.070
4 >0.8 mm 6 13 0.952 0.277

Note. All cases are from on or before 24 September 2009 (see section 3.2.3 and the supporting information). For the SAO‐
FTS analysis, also shown are the median PWV (H2

16O) scale factors (relative to baseline scale factor of 1.05; see sup-
porting information section) and interquartile range for all PWV bins.
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significant throughout the 200‐ to 405‐cm−1 spectral region, deviating from zero at numerous spectral loca-
tions by more than their respective interquartile ranges. A comparison of Figures 6a and 6b indicates that
significant residuals occur both on the wings of strong water vapor absorption lines, where the optical depth
is primarily due to these lines, and in microwindows between lines, where the relative contribution of the
foreign continuum is substantial.

Based on these results, adjustments are made to the air‐broadened widths of a number of strong water vapor
lines between 240 and 405 cm−1. These modified widths are adopted in the AER_v_3.5 linefile and are listed
in Table 3, along with the respective widths in AER_v_3.4.1 and HITRAN 2012, and the ratios of the new
widths to the previous values. These ratios are also shown in the left and right panels of Figure 5, color coded
by line intensity. Table 3 also provides the uncertainty ranges provided in HITRAN 2012 (Rothman et al.,
2013) for the widths in that database. Most of the width changes are less than 20%, although a few are some-
what larger, and more than half fall outside the listed uncertainty range of the HITRAN 2012 widths. Some
of these adjusted widths are for lines that are close neighbors of other strong water vapor absorption lines.
Since the impacts of these lines overlap, the widths determined by this analysis should be considered as
effective widths, derived to obtain optimal agreement with the REFIR‐PAD measurements. We cannot
rule out that other sets of width changes would also lead to approximately equivalent radiative closure. In
Table 3, we provide an estimate for the width uncertainty only for each line that is sufficiently strong and
isolated from other lines (i.e., no strong line within 1 cm−1 on at least one side of the line center) to allow
an unadulterated determination of its width. In these cases, the width uncertainty is estimated at 7% or,
in cases in which the derived width agrees more closely than 7%with the AER_v_3.4.1 width, the percentage
given by the ratio of the two widths. (As described below, widths of absorption lines in other regions of the
far‐IR and in the sub‐mm were also modified in this study, and appear in Table 3 and Figure 5.)

In addition, modifications were also made to the foreign continuum in this region to improve the
measurement‐calculation agreement. The changes are discussed below (section 4.2), after the results from
other instruments and spectral regions are presented.

The improved residuals from 200–405 cm−1 as a result of the spectroscopic modifications (label “Post‐RII”;
see Table 1) in this region can be seen in Figure 6d. Both the magnitude of the median spectral residuals and
their variability are much lower than with the spectroscopic parameters used in panels b and c, and the med-
ian residual for each spectral point is well within the interquartile range of that point's residuals for the cases
in the data set. The contributions to the change in the residuals (equal to minus the change in calculated
radiances) due to the width and continuum modifications are shown in panels e and f, respectively.
4.1.2. Reanalysis of NSA AERI‐ER Measurements (> 400 cm−1)
Due to the extremely dry conditions that characterized RHUBC‐II, the REFIR‐PAD measurements are rela-
tively insensitive to water vapor spectroscopic parameters above 400 cm−1, with the only exception being in
the immediate vicinity of strong lines. Therefore, the AERI‐ER data set from NSA analyzed in Delamere
et al. (2010) is a better foundation for the determination of water vapor spectroscopic parameters
above 400 cm−1, with the RHUBC‐II REFIR‐PAD data set able to only provide supporting information.
Figure 6c of that previous work shows the spectral residuals after all modifications to line widths and con-
tinuum absorption were made. (Note that the AERI‐ERmeasures down to 400 cm−1, while the AERI instru-
ment that was deployed for RHUBC‐II does not provide useful measurements below 520 cm−1.)

There are a number of compelling arguments to reanalyze the NSA AERI‐ER data set in the current study.
First, recent changes in water vapor line intensities (>400 cm−1 in Figure 4) would modify the previous
model calculations in this region, spoiling the radiative closure that resulted from the previous analysis.
Second, the final spectral residuals obtained in Delamere et al. (2010) left room for improvement. Third,
the RHUBC‐II REFIR‐PADmeasurements from 395–405 cm−1 provide a perspective on the cluster of strong
lines in that region that could not be provided by the AERI‐ER, which did not measure below 400 cm−1,
thereby raising questions about the spectroscopic adjustments made previously in that small spectral region.
The final reason to reanalyze the NSA AERI‐ER data set is that recent changes to microwave spectroscopy
(Birk & Wagner, 2012; Ma et al., 2010; Rothman et al., 2013) imply that the water vapor profiles used in
the original analysis, which depended on measurement‐model comparisons near the 183‐GHz absorption
line, no longer could be considered best guess profiles. The PWV retrievals in Delamere et al. (2010) utilized
air‐broadened half‐widths described in Payne et al. (2008) and continuum (equivalent to MT_CKD_2.4)
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Table 3
Line Positions, Intensities, and Air‐Broadened Widths of Lines With Widths That Were Modified in This Study

Wavenumber
(cm−1)

Line intensity
(cm−1/[molecule/cm2])

Widths Width ratios

AER_v_3.5
(cm−1)

AER_v_3.4.1
(cm−1)

HITRAN
2012 (cm−1)

AER_v_3.5/
AER_v_3.4.1

AER_v_3.5/
HITRAN 2012

H2O lines
18.577 5.207E−20 0.1103a 0.1060 0.1060d 1.041 1.041
20.704 5.685E−22 0.0876 0.0834 0.0834d 1.050 1.050
25.085 3.433E−20 0.1072a 0.1022 0.1022c 1.049 1.049
30.560 1.423E−21 0.0960a 0.0912 0.0912d 1.053 1.053
32.954 2.498E−20 0.1045a 0.1006 0.1006c 1.039 1.039
40.988 4.766E−20 0.1040a 0.1009 0.1009b 1.031 1.031
42.638 7.212E−22 0.0905 0.0756 0.0756d 1.197 1.197
43.244 7.012E−22 0.0970 0.0846 0.0846d 1.147 1.147
44.099 5.712E−21 0.0875 0.0859 0.0859d 1.019 1.019
47.053 1.402E−19 0.0965a 0.0997 0.0997c 0.968 0.968
48.059 9.418E−22 0.0890 0.0854 0.0854d 1.042 1.042
51.434 1.532E−21 0.0900 0.0853 0.0853d 1.055 1.055
52.511 2.314E−22 0.0880 0.0801 0.0801d 1.099 1.099
59.947 4.777E−20 0.0970 0.0894 0.0924d 1.085 1.050
67.246 8.013E−21 0.0970 0.0869 0.0907d 1.116 1.069
68.063 7.257E−20 0.0880a 0.0893 0.0914d 0.985 0.963
244.207 5.974E−20 0.0685 0.0621 0.0685d 1.103 1.000
257.100 8.273E−21 0.0571 0.0510 0.0572d 1.120 0.998
265.139 2.909E−21 0.0420 0.0377 0.0426d 1.114 0.986
267.560 8.737E−21 0.0240 0.0259 0.0284d 0.927 0.845
275.376 2.366E−21 0.0800 0.0708 0.0782d 1.130 1.023
298.417 3.845E−20 0.0780 0.0741 0.0783d 1.053 0.996
302.982 8.584E−19 0.0395 0.0404 0.0510d 0.978 0.775
302.985 2.861E−19 0.0395 0.0404 0.0510d 0.978 0.775
303.111 6.034E−19 0.0500 0.0592 0.0670d 0.845 0.746
328.168 9.412E−20 0.0520a 0.0592 0.0668d 0.878 0.778
334.155 8.408E−23 0.0350 0.0313 0.0366d 1.118 0.956
343.205 3.631E−20 0.0750a 0.0705 0.0771d 1.064 0.973
348.464 4.588E−22 0.0500 0.0733 0.0787d 0.682 0.635
351.995 7.144E−20 0.0460a 0.0511 0.0580d 0.900 0.793
354.119 1.006E−19 0.0750 0.0804 0.0821d 0.933 0.914
354.589 1.146E−19 0.0561 0.0641 0.0665d 0.875 0.844
357.267 7.231E−20 0.0800a 0.0880 0.0877d 0.909 0.912
369.998 3.807E−20 0.0800a 0.0785 0.0784d 1.019 1.020
374.496 1.343E−19 0.0376 0.0393 0.0478d 0.957 0.787
374.501 4.479E−20 0.0346 0.0367 0.0477d 0.943 0.725
376.216 8.840E−20 0.0420a 0.0516 0.0579d 0.814 0.725
378.546 1.424E−21 0.0750 0.0724 0.0728d 1.036 1.030
384.838 2.764E−20 0.0780 0.0827 0.0837d 0.943 0.932
385.503 1.261E−20 0.0895 0.0927 0.0905d 0.965 0.989
394.229 7.265E−20 0.0256 0.0279 0.0392d 0.918 0.653
394.229 2.421E−20 0.0256 0.0279 0.0392d 0.918 0.653
396.433 2.399E−20 0.0910a 0.0807 0.0808d 1.128 1.126
397.319 5.853E−20 0.0740 0.0804 0.0815c 0.920 0.908
397.676 3.154E−20 0.0660 0.0565 0.0508c 1.168 1.299
398.941 1.843E−20 0.0440 0.0415 0.0510d 1.060 0.863
398.976 5.531E−20 0.0440 0.0414 0.0509d 1.063 0.864
400.222 1.068E−20 0.0700 0.0400 0.0639c 1.750 1.095
400.481 1.067E−20 0.0400 0.0350 0.0408b 1.143 0.980
419.872 6.700E−20 0.0770a 0.0693 0.0660c 1.111 1.167
422.962 2.011E−20 0.0465a 0.0420 0.0369c 1.107 1.260
423.617 9.876E−23 0.0600 0.0759 0.0760d 0.791 0.789
425.327 1.016E−20 0.0490a 0.0507 0.0403b 0.966 1.216
426.294 1.314E−21 0.0850a 0.0876 0.0870d 0.970 0.977
434.805 2.633E−21 0.0680a 0.0630 0.0522d 1.079 1.303
436.426 4.681E−21 0.0201 0.0209 0.0220e 0.962 0.914
436.426 1.404E−20 0.0201 0.0209 0.0220e 0.962 0.914
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from the analysis of Payne et al. (2011). The air‐broadened line width of the 183‐GHz line derived in Payne
et al. (2008) assumed certain values of the temperature dependence of the air‐width and of the self‐
broadened half‐width. More recent versions of the HITRAN compilation (Rothman et al., 2013) contain
updated values for these parameters, so the Payne et al. (2008) 183‐GHz air‐broadened width needs
reconsideration. The temperature dependence of the air‐width (0.68) in HITRAN 2012 is based on
measurements (Birk & Wagner, 2012) of the line with the same rotational quantum numbers in a
different water vapor absorption band (ν2 band). Updated calculations specifically for the 183‐GHz line
suggest a value of 0.71 (Ma et al., 2010), which is still within the range of uncertainty of the HITRAN
2012 value. We adopt this value for the temperature dependence and the self‐broadened width from the
HITRAN 2012 compilation and repeat the width analysis of Payne et al. (2008) with the same set of
ground‐based measurements to derive a value of 0.1025 cm−1·atm−1 for the air‐width. All microwave
spectroscopic parameters related to the analysis of the NSA data set are summarized in Table 4.

Using this set of revised parameters for the 183‐GHz line, the water vapor profiles for our reanalysis of the
NSA AERI‐ER data set are obtained by scaling the profiles used in Delamere et al. (2010) so that the calcu-
lated brightness temperatures at 183 ± 7 GHz equals the brightness temperatures obtained with the para-
meters and water vapor profiles used in the earlier analysis. This results in profiles that have an average
PWV 0.9% higher (standard deviation 0.1%) than the original values—this small increase attests to the
low spectroscopic uncertainty associated with this line. Using these scaled profiles, LBLRTM calculations
from 400–600 cm−1 are performed with this study's baseline spectroscopy (Pre‐RII), which includes the
widths determined in the earlier study, for the 17 cases analyzed in that work. The residuals from these runs
can be seen in Figure 9b, and exceed the interquartile range of the residuals in a number of spectral loca-
tions. Based on both our reanalysis of the NSA AERI‐ER cases and consideration of the RHUBC‐II
REFIR‐PAD measurements, modifications to line widths and continuum are determined in this region.
As can be seen in Figure 9d, these modifications (Post‐RII) lead to discernible improvements to the AERI‐
ER residuals. Table 3 includes the line widths in this region that were modified in this study—some of the

Table 3
(continued)

Wavenumber
(cm−1)

Line intensity
(cm−1/[molecule/cm2])

Widths Width ratios

AER_v_3.5
(cm−1)

AER_v_3.4.1
(cm−1)

HITRAN
2012 (cm−1)

AER_v_3.5/
AER_v_3.4.1

AER_v_3.5/
HITRAN 2012

441.714 3.619E−21 0.0850 0.0819 0.0851d 1.038 0.999
442.088 9.823E−21 0.0835 0.0952 0.0690b 0.877 1.210
443.696 1.073E−20 0.0365 0.0373 0.0462d 0.979 0.790
443.701 3.575E−21 0.0365 0.0373 0.0461d 0.979 0.792
447.415 2.044E−22 0.0450 0.0560 0.0710d 0.804 0.634
456.873 4.944E−21 0.0830a 0.0909 0.0667c 0.913 1.244
461.450 5.033E−21 0.0240 0.0254 0.0226c 0.945 1.062
461.450 1.677E−21 0.0240 0.0254 0.0226c 0.945 1.062
467.893 1.148E−21 0.0375 0.0335 0.0473d 1.119 0.793
467.920 3.446E−21 0.0375 0.0334 0.0473d 1.123 0.793
470.507 6.119E−22 0.0450 0.0411 0.0489d 1.095 0.920
472.168 1.136E−20 0.0650 0.0609 0.0527c 1.067 1.233
472.757 1.646E−20 0.0750 0.0804 0.0698c 0.933 1.074
483.985 1.013E−20 0.0825a 0.0850 0.0727b 0.971 1.135
491.606 9.816E−22 0.0420 0.0351 0.0468d 1.197 0.897
491.716 3.274E−22 0.0420 0.0349 0.0466d 1.203 0.901
506.924 9.013E−21 0.0750a 0.0783 0.0666b 0.958 1.126
O2 lines
27.824 1.365E−25 0.0521a 0.0496 0.0496c 1.050 1.050
48.927 5.212E−25 0.0499a 0.0475 0.0475c 1.051 1.051
50.872 1.555E−25 0.0499 0.0475 0.0475c 1.051 1.051

Note. For O2 lines, self‐broadened widths were modified by the same factor as listed.
aUncertainty is the lesser of 7% and the percentage that corresponds to the AER_v_3.5/AER_v_3.4.1 ratio. bUncertainty range provided in HITRAN 2012:
1–2%. cUncertainty range provided in HITRAN 2012: 2–5%. dUncertainty range provided in HITRAN 2012: 5–10%. eUncertainty range provided in
HITRAN 2012: 10–20%.
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widths modified in Delamere et al. (2010) are modified here and some are unchanged, while widths have
also been changed for lines not on the original list. These width changes can also be seen in Figure 5a.

The continuum changes in this region will be discussed further below.

Comparing Figures 6b (Pre‐RII) and 6d (Post‐RII) for 395–550 cm−1 shows that these width and continuum
modifications also have a positive impact on REFIR‐PAD residuals near strong lines. In particular, the

Table 4
Microwave Spectroscopic Parameters Used in the Analysis

Spectroscopic parameters Payne et al. (2008) Delamere et al. (2010) HITRAN 2012 This work

183 GHz Air width (cm−1 mol cm−2)−1 0.0997 0.0997 0.0992 0.1025
Self‐width (cm−1 mol cm−2)−1 0.449 0.449 0.519 0.519
T exponent 0.77 0.77 0.68 0.71
P shift (cm−1 mol cm−2)−1 −0.00269 −0.00269 −0.00270 −0.00270

Continuum version CKD_2.4 MT_CKD_2.4 (equiv) — MT_CKD_2.5.2
MonoRTM version v3.3 v4.2 — v5.2

Figure 9. North Slope of Alaska AERI‐ER analysis from 400–600 cm−1 for the 17 cases from Delamere et al. (2010). (a)
Median AERI‐ER radiances; (b) median residuals between AERI‐ER and LBLRTM using Pre‐RII (same water vapor
line widths derived in Delamere et al., 2010); (c) median residuals between AERI‐ER and LBLRTM using Pre‐RII_HIT; (d)
median residuals between AERI‐ER and LBLRTM using Post‐RII (i.e., after the improvements presented in this work); (e)
change in residuals between Post‐RII and Pre‐RII due to the change in widths; and (f) change in residuals between Post‐
RII and Pre‐RII due to the change to the water vapor continuum. Gray envelopes in panels b–d show the interquartile
range of the residuals. AERI‐ER = Atmospheric Emitted Radiance Interferometer‐Extended Range.
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improved residuals between 395 and 405 cm−1 for the REFIR‐PAD (as well as for the AERI‐ER data set) belie
the speculation in Delamere et al. (2010) that there is unmodeled line coupling of water vapor lines within
this group of lines.
4.1.3. SAO‐FTS Analysis (15–60 cm−1)
During RHUBC‐II, sub‐mm spectra were produced at 10‐min intervals by the SAO‐FTS. This instrument
acquired one‐sided interferograms, so that the total power and low‐resolution calibration of the spectra were
dominated by the data taken toward the beginning of a scan. For this reason, each retrieved water vapor and
temperature profile used in the radiative closure analysis was paired with the SAO‐FTS spectrum for which
the start of the FTS scan was closest in time, provided that the start‐of‐scan time stamp is within 10 min of
the retrieved profile time stamp. Following this scheme, from one to three vertical profiles in RETR‐
sounding are associated with each acquired spectrum. Each of these profiles is subsequently modified, both
to scale the PWV to better match the associated measurement and to account for a small small water vapor
absorption layer within the instrument. The details of these adjustments are provided in the
supporting information.

It is interesting to note that the median PWV scale factors obtained by the procedure described in the sup-
porting information are quite consistent for all PWV bins, as shown in Table 2. When this procedure is
repeated using TI‐sounding profiles (used as the prior in the GVRP retrieval) instead of RETR‐sounding
profiles, the resulting PWV scale factors are much less consistent, ranging from 0.923 (bin1) to 1.217 (bins
3 and 4). (These values are applied on top of a 0.80 scaling that is needed to center the range for lineariza-
tion.) The consistency in Table 2 attests to the additional information about the profile contributed by
the GVRP.

For each profile, a model Planck brightness temperature spectrum Tb is computed using the am code, and
spectral residuals are computed with respect to the associated measured Tb spectrum from the SAO‐FTS.
Like the REFIR‐PAD spectra, the SAO‐FTS spectra and residuals are binned by PWV range. The two driest
bins, designated bin 1 (PWV< 0.3mm, 114 cases) and bin 2 (0.3 mm≤ PWV< 0.5mm, 132 cases) are used in
the sub‐mm analysis. The median brightness temperature spectrum for each of these bins is plotted in
Figure 10a.

The bin 1 and bin 2 analyses indicate that the widths in Pre‐RII of a number of water vapor and oxygen lines
need modification. As shown in Table 3 and Figure 5, we adjust the widths of 16 water vapor and 3 oxygen
lines. The water vapor foreign continuum is also adjusted to reduce the residuals in microwindows in the
sub‐mm region for bin 1 and bin 2 cases (discussed further below). To demonstrate the impact of these spec-
troscopic changes, the retrieval process described above is run with the original and modified spectroscopic
parameters. Figure 10 shows that the improvement in the spectral Tb residuals is significant, and largely con-
sistent, in both the bin 1 and bin 2 cases. Figures 10b and 10c are computed using Pre‐RII (AER_v_3.4.1 and
MT_CKD_2.8) and Pre‐RII_HIT (HITRAN 2012 and MT_CKD_2.8), respectively. Panel d shows the
improved residuals using Post‐RII (AER_v_3.5 and MT_CKD_3.0; discussed in next section). For bin 2, a
similar comparison is shown in panels e, f, and g. Finally, to clarify the spectral shape of the changes asso-
ciated with these adjustments, panel h shows the change in residuals associated only with the line width
changes from AER_v_3.4.1 to AER_v_3.5, holding the continuum constant at MT_CKD_3.0, and panel i
shows the effect of changing the continuum from MT_CKD_2.8 to MT_CKD_3.0, holding the line para-
meters constant at AER_v_3.5.

We also note that the sub‐mm HDO scale factors that are derived using the revised H2O spectroscopy
(obtained as described in the supporting information) indicate that the driest cases are the most HDO‐
depleted, as expected. When the HDO scale factors are derived using the previous H2O spectroscopic para-
meters, the relationship between HDO depletion and PWV is the reverse of the expected fractionation.

4.2. Implications for the Water Vapor Continuum

As discussed above, radiative closure analyses performed with observations from the RHUBC‐II REFIR‐
PAD and SAO‐FTS, and with the NSA AERI‐ER (most cases from RHUBC‐I) lead to the modification of
the widths of many water vapor lines in the far‐IR and sub‐mm regions and three oxygen lines in the sub‐
mm. The modified widths have been included in the AER_v_3.5 linefile. The widths of these lines, as well
as the corresponding values in existing spectroscopic databases are provided in Table 3.
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The closure analyses also indicate that the MT_CKD_2.4 (same as MT_CKD_2.8) water vapor foreign con-
tinuum in the far‐IR and sub‐mm regions needs revision. In most of the 400‐ to 600‐cm−1 spectral region
analyzed in Delamere et al. (2010), our reanalysis of the AERI‐ER measurements results in a small increase
in the foreign continuum (see black curve in Figure 7), although in the immediate vicinity of 400 cm−1 the
previous continuum coefficients only require very minor modifications to attain radiative closure. From
250–400 cm−1, a large increase in the foreign continuum is required to obtain agreement with the REFIR‐
PAD measurements. Below 250 cm−1, even the spectral regions with lowest opacity have little sensitivity
to continuum changes, although the limited information in these microwindows indicates that the existing
foreign continuum needs to be increased by a smaller percentage than at wavenumbers above 250 cm−1.
From 15–60 cm−1, the closure analysis with SAO‐FTS measurements demonstrates that the foreign conti-
nuum needs to be decreased to obtain agreement. In the 100–400 cm−1 region, the foreign continuum mod-
ifications determined in this study go in the opposite direction of the foreign continuum changes

Figure 10. Analysis of Smithsonian Astrophysical Observatory submillimeter Fourier transform spectrometer measure-
ments from Radiative Heating in Underexplored Bands Campaign‐II. (a) Median measured brightness temperatures
(Tb) from 500–3,600 GHz (17–120 cm−1) for cases with PWVs < 0.3 mm (bin1, black) and 0.3 mm < PWV < 0.5 mm
(bin2, gray); (b) median bin1 Tb residuals for am calculations using Pre‐RII; (c) median bin1 Tb residuals with pre‐
RII_HIT; (d) median bin1 Tb residuals with Post‐RII; (e) median bin2 Tb residuals for am calculations with Pre‐RII; (f)
median bin2 Tb residuals with Pre‐RII_HIT; (g) median bin2 Tb residuals with Post‐RII; (h) change in residuals
between Post‐RII and Pre‐RII due to the change in widths (same colors as in panel a); and (i) change in residuals
between Post‐RII and Pre‐RII due to the change to the water vapor continuum. Gray envelopes in panels b–g show the
interquartile range of the residuals. PWV = precipitable water vapor.
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implemented in MT_CKD_2.4 in Delamere et al. (2010). However, in this region, Delamere et al. (2010)
inferred the continuum behavior from its measured values outside the 100‐ to 400‐cm−1 region. The
current study has been able to replace this inference with observational analysis across much of this region.

These foreign continuum modifications are implemented in MT_CKD_3.0, which is constructed to agree
with the newly derived continuum coefficients in each region while maintaining smooth and continuous
behavior, including interpolating across the observational “gap” between 60 and 200 cm−1 and transitioning
above 600 cm−1 to the same values as in MT_CKD_2.8. For some spectral locations between 250 and
550 cm−1, the construction of MT_CKD_3.0 prioritizes agreement with observations over smoothness,
thereby leading to a degree of spikiness when compared with previous versions (Figure 7). However, the con-
tinuum coefficients themselves are still fairly smooth (Figure 11). The values of MT_CKD_3.0 at low wave-
numbers (i.e., microwave, less than 15 cm−1) require special consideration. The microwave foreign
continuum coefficients in MT_CKD_2.8 follow from the analysis in Payne et al. (2011) of multiple data sets
of microwave observations at a number of microwave frequencies, although the most definitive analysis was
at 31.4 GHz. A smooth continuation of the SAO‐FTS sub‐mm analysis to lower frequencies suggests that the
microwave foreign continuum coefficients determined in Payne et al. (2011) may be too high. We therefore
repeat the analysis that led to Figure 8a in Payne et al. (2011) but with updated line parameters for the
22‐GHz water vapor line. This revised analysis leads to a slight shift of the region of lowest cost function
in Figure 8a of Payne et al. (2011) to the left (i.e., lower foreign continuum) and up (higher self‐continuum).
Therefore, for MT_CKD_3.0 the microwave foreign continuum is decreased by 3% from its previous
value, allowing greater consistency with the analysis at the low‐frequency end of the SAO‐FTS. The
MT_CKD_3.0 foreign continuum values for 0–600 cm−1 are shown in Figure 11.

The changes to the foreign continuum in the microwave necessitates compensating changes to the self‐
continuum to maintain consistency with the results of Payne et al. (2010). Therefore, the MT_CKD_3.0
self‐continuum coefficients are increased slightly in this region (8% at 0 cm−1, tailing off to less than 1% at
80 cm−1).

The analysis of the FIRST measurements from RHUBC‐II presented in Mast et al. (2017) concluded that no
adjustments to the MT_CKD continuum could be justified given the combined uncertainties of all elements
in the radiative closure study. In particular, the instrument calibration uncertainty of the FIRST and the uncer-
tainty in the specification of the water vapor field were pointed to as concerns. The Mast et al. (2017) analysis
indicated, however, that an increase in the foreign continuum in the far‐IR would improve the agreement
between FIRST observations and LBLRTM calculations. (It is worth noting that the Mast et al., 2017, study
used an earlier version of the water vapor and temperature profiles used in the current study.)

Figure 11. Water vapor foreign continuum coefficients in the far‐infrared. The red and gray curves show MT_CKD_3.0
and MT_CKD_2.8, respectively. The symbols are coefficients derived by previous far‐infrared studies.
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Here we use FIRST measurements to validate that the spectroscopic parameters derived in this study
improve the agreement between observed and calculated radiances. This evaluation is limited to the three
cases before 24 September 2009, that were analyzed inMast et al. (2017). Unlike for the REFIR_PAD analysis
above, the analysis of each FIRST case involves more than a single measurement scan and an LBLRTM cal-
culation using one atmospheric profile. Instead, following Mast et al. (2017), a 35‐min period is defined for
each case and all FIRST scans and RETR_sounding profiles in that period are used. This results in an aver-
aging of between 182‐195 measurements and 8‐12 LBLRTM calculations per case in the FIRST analysis pre-
sented here, helping to limit the large residual variances encountered in the REFIR_PAD comparisons. For
the three cases, Figure 12 presents a comparison between the measurements and radiances calculated by
LBLRTM using RETR‐sounding atmospheric profiles with the water vapor scaled by 1.07. The calculations
follow the same approach (e.g., instrument function, internal “hot path”) as described in Mast et al. (2017).
Panels b and d of Figure 12 show the results using Pre‐RII and Post‐RII spectroscopy, respectively. The
improvement in agreement resulting from the new spectroscopic parameters is clear, especially for 230–
400 cm−1, and occurs both in spectral regions primarily sensitive to line widths and inmicrowindow regions,
which are mostly sensitive to the continuum. Figure 12c shows the residuals with Post‐RII spectroscopy
when the 1.07 scaling is removed (i.e., using RETR‐sounding). The magnitude of these residuals is greater
than in Figure 12d, which substantiates the need for the water vapor scaling.

Figure 11 also demonstrates the relationship between the foreign continuum coefficients determined in this
study to those derived in previous studies that includedmeasurements below 400 cm−1. Above 400 cm−1, the
MT_CKD_3.0 coefficients agree with the values from Liuzzi et al. (2014); listed as REFIR‐L “summer” and
“winter” in Figure 11, following the notation in Liuzzi et al., 2014) and Green et al. (2012), although
MT_CKD_2.8 is also in agreement with the results of these studies given their provided uncertainties. The
coefficients derived in the current study show better agreement than MT_CKD_2.8 with the drier winter
cases in Liuzzi et al. (2014). Not shown in Figure 11 are the results of Sussmann et al. (2016), which deter-
mined foreign continuum coefficients between 400 and 600 cm−1. The coefficients determined in that work
agree better with MT_CKD_2.8 than MT_CKD_3.0, although the MT_CKD_3.0 and Sussmann et al. (2016)
coefficients still generally agree in light of the uncertainties of the two continuum data sets. Between 350 and

Figure 12. Radiative Heating in Underexplored Bands Campaign‐II FIRST results from 150‐550 cm−1 for cases A, B, and
C from Mast et al. (2017). Precipitable water vapors = 0.32, 0.25, and 0.30 mm, respectively. (a) Mean FIRST radiances;
(b) mean (black curve) and individual case (cyan, magenta, and green, respectively) residuals between FIRST and
LBLRTM using Pre‐RII spectroscopy and RETR‐sounding profiles with water vapor scaled by 1.07; (c) mean and
individual case residuals between FIRST and LBLRTMusing Post‐RII spectroscopy and RETR‐sounding profiles; (d) mean
(red) residuals between FIRST and LBLRTM using Post‐RII spectroscopy and RETR‐sounding profiles with water vapor
scaled by 1.07. FIRST = Far‐Infrared Spectroscopy of the Troposphere.
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400 cm−1, all the coefficients plotted in Figure 11 agree better with the weaker MT_CKD_2.8 coefficients
than they do with MT_CKD_3.0. Below 350 cm−1, the studies tend to agree that MT_CKD_2.8 is too weak,
although there are significant differences between them. While Liuzzi et al. (2014) is consistent with
MT_CKD_2.8, the coefficients determined by Green et al. (2012) in this region are increasingly more consis-
tent with MT_CKD_3.0 with decreasing wavenumber. The Shi et al. (2016) values are significantly higher
than MT_CKD_3.0 and the other studies. In the vicinity of 100 cm−1, the Green et al. (2012) measurements
are somewhat greater than MT_CKD_3.0, which, in this region, follows an interpolated function that spans
the spectral gap between 60 and 200 cm−1 in which the atmosphere was opaque in RHUBC‐II despite the
extremely low PWV values.

Following the recent release of MT_CKD_3.0 and the linefile AER_v_3.5, Rizzi et al. (2018) demonstrated
excellent closure between LBLRTM calculations that used these parameters and REFIR‐PADmeasurements
from Dome‐C in Antarctica, demonstrating a significant improvement in radiative closure compared to the
previous version of LBLRTM. That the Rizzi et al. (2018) study was performed on observations taken in an
environment characterized by greatly different pressure and temperature profiles than encountered in
RHUBC‐II provides some confidence in the applicability of the spectroscopic parameters determined in
the current study.

4.3. Uncertainty Analysis

A number of factors contribute to the uncertainty of the foreign continuum coefficients in the sub‐mm
region.

1. Uncertainty in the PWV scale factors in the SAO‐FTS analysis (Table 2) leads to uncertainty in the con-
tinuum. The scale factor retrieval is most sensitive to the near wings of lines, so the residuals in conti-
nuum regions after the scaling is applied are a function of the accuracy of the line parameters. To
evaluate this, we repeat the scale factor retrieval using different, but reasonable, water vapor air‐
broadened line widths than were used for the scale factor retrieval described above. In particular, we
use the AER_3.4.1 widths in the alternate scale factor retrieval, which results in brightness temperature
values in the continuum‐dominated region (not shown) that differ from the previous calculations by an
amount equivalent to an 8%, 6%, and 9% perturbation in the foreign continuum in the microwindows
centered at 675 GHz (22.5 cm−1), 850 GHz (28.3 cm−1), and 1500 GHz (50 cm−1), respectively. Since
the line widths are the major, but not the only, source of line parameter uncertainty, we therefore slightly
increase these values to estimate the continuum uncertainty from PWV uncertainty.

2. Uncertainty in the distribution of water vapor in the column also leads to uncertainty in the continuum
due to the scaling with pressure of the foreign continuum. (The scaling of the line widths with pressure
will also have a secondary effect on the continuum coefficients derived.) This uncertainty is assessed by
repeating the SAO‐FTS analysis using the TI‐sounding profiles (priors in the GVRP retrieval) as the start-
ing point for the PWV scale factor retrieval approach described above instead of the water vapor profiles
retrieved using the GVRP observations (as described in section 3.2.3). Using the scale factors retrieved
using this alternate set of water vapor profiles, am calculations are performed using Post‐RII
(AER_v_3.5 and MT_CKD_3.0). The differences (not shown) between the computed brightness
temperatures for bin2 cases (0.3 mm < PWV < 0.5 mm) and those shown in Figure 10g are equivalent
to a perturbation in the foreign continuum of 5.0%, 2.0%, and 3.0%, respectively, for the 675‐, 850‐, and
1,500‐GHzmicrowindows. Therefore, we assign these values to the uncertainty in the foreign continuum
due to the uncertainty in the water vapor profiles.

3. The radiometric uncertainty in the calibration of the SAO‐FTS spectra, based on the error estimates for
the responsivity calibration and reference load temperature given in Paine and Turner (2013),
corresponds to an uncertainty in the foreign continuum of 14%, 8%, and 6% in the 675‐, 850‐, and
1,500‐GHz microwindows, respectively.

4. The interquartile range of the residuals shown in panels d and g of Figure 10 also may indicate
additional uncertainty in the derived continuum, although it is possible that this range may be to
some extent attributable to the factors already analyzed above. To be conservative, we consider this
to be an independent term in the uncertainty budget for the foreign continuum. The interquartile
ranges in brightness temperature correspond to a change in foreign continuum of 5% for all three
microwindows.
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We assume these uncertainties are independent and add them in quadrature, resulting in a total uncertainty
of the foreign continuum in the 675‐, 850‐, and 1,500‐GHzmicrowindows of 18%, 12%, and 12%, respectively.

Foreign continuum absorption coefficients and associated uncertainty values for the sub‐mm region (as well
as other spectral regions, discussed below) are summarized in Table 5. The above uncertainty analysis for the
sub‐mm treats eachmicrowindow as independent. However, theMT_CKD_v3.0 continuum coefficients that
resulted from this study are derived from a curve that smoothly connects the spectral elements for which we
have been able to evaluate the continuum strength. This provides an additional constraint on the continuum
values, so the actual uncertainty of the foreign continuum may be less than the values provided in Table 5.

We perform one additional set of SAO‐FTS calculations that is of interest. Instead of applying a PWV scale
factor to each profile that was derived from a retrieval that operated on that profile, we scale all profiles with
the identical factor, 1.05, close to the median scale factor in bins 1 and 2 in the analysis described above. (The
use of a constant scale factor for all profiles parallels the approach used for the REFIR‐PAD analysis.)
Although for many cases this change in scaling approach does have a noticeable impact on the residuals
in the sub‐mm microwindows, the median residual in these microwindows does not change significantly.
This provides evidence that median PWV that is used for the continuum determination is of critical impor-
tance in deriving the continuum in these microwindows, with the PWV values used for each individual case
mattering to a lesser degree.

With respect to the determination of the uncertainty of the foreign continuum in 240–400 cm−1, the region
of the far‐IR in which the bin2 REFIR‐PAD measurements in RHUBC‐II have significant sensitivity to the
foreign continuum, the significant interquartile range of the final measurement‐calculation residuals shown
in Figure 6d (i.e., using Post‐RII) requires careful consideration. Based on the sensitivity analysis shown in
Figure 2c, the interquartile range of radiance residuals in Figure 6d corresponds to a change in the foreign
continuum of 25–40%. Given the range of PWV scale factors derived in the SAO‐FTS analysis, it is reasonable
to speculate that a decent fraction of the variability in measurement‐calculation residuals in far‐IR micro-
windows could be explained by the water vapor profiles used in the LBLRTM calculations not utilizing these
scale factors. However, for concurrent cases, the REFIR‐PAD‐vs‐LBLRTM residuals have no appreciable
correlation with the PWV scale factors derived in the SAO‐FTS analysis. Instead, we believe that the cause
of the large variability in the residuals is the random errors present in the REFIR‐PADmeasurements, which
are larger than those encountered in the laboratory, due to the challenging environmental conditions (i.e.,
high winds) under which the instrument operated during the campaign.

As stated above, the interquartile range of the residuals between the REFIR‐PAD and LBLRTM (with Post‐
RII) corresponds to a 25–40% change in the foreign continuum. However, we do not believe that it is appro-
priate to directly attribute a foreign continuum uncertainty of this magnitude to the residual variability in
this region (as was done in the sub‐mm uncertainty analysis above). Including such a term in the error bud-
get, which would be large enough to dominate the budget, would disregard the significance of the consis-
tency between the REFIR‐PAD and SAO‐FTS analyses. As discussed above, the 7% PWV scaling applied
to the TI‐sounding water vapor profiles for the far‐IR analysis is consistent with the median 5% scaling deter-
mined by the SAO analysis (Table 2). This agreement between two independent assessments of the PWV
gives confidence to each assessment. Since the derived continuum depends to a large extent on the median
water vapor column amount, the agreement of PWV scale factors allows confidence in the sub‐mm analysis
to be transferred to the far‐IR analysis, thereby mitigating the impact of the high variability of the far‐IR resi-
duals on our uncertainty analysis. Therefore, instead of computing an error budget for the 240‐ to 400‐cm−1

region as was done for the sub‐mm, we tie the uncertainty in the far‐IR to the uncertainty in the sub‐mm.
However, we account for the higher variability of the far‐IR residuals by assigning an additional 50%
increase in uncertainty to the average uncertainty in the sub‐mm microwindows, resulting in a 21% uncer-
tainty in this region.

In the spectral region (80–210 cm−1) in which neither the RHUBC‐II REFIR‐PAD nor SAO‐FTS measure-
ments have sensitivity to the foreign continuum, MT_CKD_3.0 has smoothly connected the continuum
values determined outside this region. Given that the continuum values in this spectral region are from this
fit rather than being based on observations in this region, we estimate the continuum uncertainty in this
region at 30% based on alternate attempts to connect the continuum between the neighboring region on each
side and the respective continuum uncertainties in these regions.
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Finally, in the 400‐ to 600‐cm−1 region, the foreign continuum is based
mainly on the NSA AERI‐ER analysis. Although the REFIR‐PAD mea-
surements in RHUBC‐II were not as sensitive to the continuum as the
NSAAERI‐ERmeasurements, the improvement in themicrowindow resi-
duals in this region shown in Figure 6 provides additional confidence to
continuum values derived from the NSA AERI‐ER results analysis. In this
analysis, the uncertainty in the PWV is 2% (Delamere et al., 2010), which
corresponds to a continuum uncertainty of 2–4% in this region. The IQR of
the residuals shown in Figure 9d corresponds to an uncertainty in the con-
tinuum ranging from 3% at 400 cm−1 to 5% at 550 cm−1. The final signifi-
cant term in the continuum error budget in this region relates to the
judgment that radiative closure has been achieved after spectroscopic
values have been adjusted. As discussed above, we consider that the final
residuals in Delamere et al. (2010) were less than optimal, particularly
between 500 and 550 cm−1. The difference between our perspective on
the radiative closure of that data set and the perspective of the previous
study should be considered an uncertainty in the continuum coefficients
derived in the current study, which we estimate at 4%. Considering all
these terms, we estimate the continuum uncertainty between 400 and
600 cm−1 to be 7%.

5. Impact of Spectroscopic Improvements

The modifications to spectroscopic parameters resulting from this study
are somewhat larger and more extensive than those derived in the
Delamere et al. (2010) study. Figure 2 of Turner, Merrelli, et al. (2012)
showed the net flux differences resulting from the continuum modifica-
tions in Delamere et al. (2010), as well as other modifications to the
MT_CKD continuum, were as high as 0.9 W/m2 in the midtroposphere.
Turner, Merrelli, et al. (2012) further showed that these continuum
changes, when implemented in a fast radiation code used in a GCM, con-
tributed to significant changes in the mean temperature, humidity, and
cloud fields in a 20‐year global simulation.

Figure 13 shows the changes in net, up, and down longwave flux that
result from the spectroscopic improvements derived from the analysis pre-
sented herein (i.e., Post‐RII vs. Pre‐RII) for three atmospheric profiles
(PWVs: tropical = 43.3 mm; U.S. standard = 15.1 mm; subarctic winter
= 4.33 mm). The maximum change in net flux is 0.65–0.75 W/m2 and
occurs between 350 and 500 mb, depending on the atmospheric profile.
This maximum is slightly smaller in magnitude and higher up in the
atmosphere than the maximum net flux change in Delamere et al.
(2010). We expect (but do not analyze here) that the new spectroscopic
modifications will also lead to significant changes in climate simulations.
Since the MT_CKD_3.0 far‐IR foreign continuum below 400 cm−1

reverses some or all of continuum modifications that resulted from the
Delamere et al. (2010) study, the flux differences between the updated
spectroscopy (Post‐RII) and the values employed prior to Delamere et al.
(2010; not shown in Figure 13) are less than those shown in Figure 13.

The spectral distribution of the net flux changes is shown in Figure 14 and
can be compared to Figure 17 in Delamere et al. (2010). (Note: In that fig-
ure in Delamere et al. (2010), the y axis is incorrect: The quantity actually
plotted is 100xFlux.) In the midtroposphere (521 mb), the largest changes
are for the subarctic winter (SAW) profile, consistent with the spectrally

Table 5
MT_CKD_3.0 Foreign Continuum Coefficients and Associated Uncertainties
in Microwave, Sub‐mm, and Far‐IR Regions

Wavenumber
(cm−1)

MT_CKD_3.0
(cm−1·mol·cm−2)−1

Uncertainty
(%)

0 9.31E−23 4
10 9.38E−23 10
20 9.41E−23 18
30 9.97E−23 12
40 1.17E−22 12
50 1.38E−22 12
60 1.54E−22 15
70 1.51E−22 18
80 1.39E−22 21
90 1.22E−22 25
100 1.06E−22 30
110 9.15E−23 30
120 8.01E−23 30
130 6.97E−23 30
140 6.05E−23 30
150 5.24E−23 30
160 4.56E−23 30
170 3.76E−23 30
180 3.05E−23 30
190 2.56E−23 30
200 2.20E−23 30
210 1.81E−23 30
220 1.48E−23 27
230 1.16E−23 24
240 8.77E−24 21
250 7.10E−24 21
260 5.90E−24 21
270 5.17E−24 21
280 4.19E−24 21
290 3.40E−24 21
300 2.68E−24 21
310 2.06E−24 21
320 1.84E−24 21
330 1.46E−24 21
340 1.09E−24 21
350 8.49E−25 21
360 6.42E−25 21
370 4.80E−25 21
380 3.80E−25 21
390 2.94E−25 14
400 2.22E−25 7
410 1.97E−25 7
420 1.68E−25 7
430 1.50E−25 7
440 1.34E−25 7
450 1.11E−25 7
460 9.66E−26 7
470 8.73E−26 7
480 7.47E−26 7
490 6.30E−26 7
500 5.31E−26 7
510 4.83E−26 7
520 4.21E−26 7
530 3.61E−26 7
540 3.06E−26 7
550 2.67E−26 7
560 2.30E−26 7
570 1.97E−26 7
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integrated behavior shown in Figure 13, and occur mainly in the 250‐ to
350‐cm−1 region. For the moister atmospheres shown, this spectral region
is more opaque at this pressure, and the net flux changes of significance
shift to higher wavenumbers. Higher up (286 and 194 mb) in the SAW
profile the atmosphere is too transparent for the spectroscopic changes
to significantly modify the net flux values, although non‐negligible
changes occur at various locations between 250 and 500 cm−1. For the tro-
pical (TRP) profile, notably large changes in net flux at 286 mb are seen
between 200 and 325 cm−1.

Changes in the vertical profiles of thermal heating rates resulting from the spectroscopic improvements in
this study are shown in Figure 15. These are comparable in magnitude to the heating rate changes analyzed
in Turner, Merrelli, et al., 2012; see Figure 2 of that paper), so we expect the new spectroscopic parameters
derived in this study will also give rise to notable differences in GCM simulations.

6. Summary and Discussion

The conditions that characterized the RHUBC‐II campaign, held in 2009, provided opacities low enough to
evaluate the quality of spectroscopic parameters in the far‐IR and sub‐mm that had not been previously com-
prehensively assessed. Although this is primarily due to the extremely low water vapor abundances common
at the campaign's desert site in the Atacama, the low surface pressure at this high‐altitude location also con-
tributed to the low opacity due to smaller pressure broadening of absorption lines and reduced water vapor
continuum optical depths, which linearly depend on pressure. Exploiting these conditions, we analyzed the
spectrally resolved far‐IR and sub‐mm radiances measured during this campaign in the wings of normally
opaque lines and between these lines, deriving values for the foreign continuum and air‐broadened line
widths in these regions. When used in a validation exercise with FIRSTmeasurements, which is an indepen-
dent measurement data set from RHUBC‐II, the derived spectroscopic parameters result in significantly
improved residuals. A subsequent study by Rizzi et al. (2018) confirmed, based on an analysis of a separate
observational data set collected by the REFIR‐PAD in Antarctica, that the new spectroscopic parameters

Table 5
(continued)

Wavenumber
(cm−1)

MT_CKD_3.0
(cm−1·mol·cm−2)−1

Uncertainty
(%)

580 1.63E−26 7
590 1.37E−26 7
600 1.17E−26 7

Figure 13. For 10–2000 cm−1, (a) net flux computed by LBLRTM using Post‐RII for the tropical, U.S. standard, and sub-
arctic winter profiles; (b) change in net flux due to spectroscopic improvements in this study (Post‐RII vs. Pre‐RII); (c)
change in up flux; and (d) change in down flux.
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“substantially improved the modeling of water vapor absorption in the far‐infrared.” The improved spectro-
scopy results in significant modifications to computed values of thermal fluxes and heating rates (Figures 13
and 15) that are likely to impact climate simulations by GCMs.

The net effect of the analysis of observations from both RHUBC campaigns on the foreign continuum in the
far‐IR and sub‐mm can be seen in Figure 7 by comparing MT_CKD_3.0 and MT_CKD_1.2. The new conti-
nuum is lower below 240 cm−1, but to a lesser extent than had been deduced after RHUBC‐I by Delamere
et al. (2010; i.e., MT_CKD_2.4). MT_CKD_3.0 is greater than MT_CKD_1.2 above 240 cm−1, with a further
increase above 400 cm−1 than had been implemented after RHUBC‐I, but for 240–400 cm−1 the RHUBC‐II

analysis has reversed the sign of the continuum change determined as a
result of RHUBC‐I. The impact on fluxes and heating rates of the conti-
nuum change from before RHUBC‐I to after RHUBC‐II (i.e., from
MT_CKD_1.2 to MT_CKD_3.0) can be seen in Figures 16 and 17. The
change in downwelling flux starts out negative in the upper troposphere
due to the continuum decrease below 240 cm−1, but lower down soon
becomes positive for all atmospheres once radiation emitted in microwin-
dows in the spectral region above 240 cm−1 starts to be appreciable. The
change in downwelling flux peaks above 0.4 W/m2 in the midtroposphere
and remains at a considerable level at the surface in the subarctic winter
profile, which is semitransparent at the surface at the high wavenumber
end of the far‐IR. The upward flux change can be as large as −0.2 W/m2

and occurs in the upper troposphere. The change in net flux
(Figure 16a) due to the combined effect of both RHUBC analyses are com-
parable to, but slightly smaller than, the net flux differences in the GCM
study of Turner, Merrelli, et al., 2012; see Figure 2 in that paper), as are
the heating rate changes due to both RHUBC analyses (Figure 17), sug-
gesting that the spectroscopy improvements arising from the two
RHUBC campaigns will have a beneficial and noticeable impact on cli-
mate prediction accuracy.

Figure 14. Change in spectral net flux from 0–600 cm−1 at three pressures between LBLRTM calculations using Post‐RII
with respect to calculations using Pre‐RII for the (top) tropical, (middle) U.S. standard, and (bottom) subarctic winter
profiles.

Figure 15. For 10–2000 cm−1, change (Post‐RII vs. Pre‐RII) in heating rates
computed by LBLRTM due to spectroscopic improvements in this study for
the tropical, U.S. standard, and subarctic winter profiles.
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The conditions that characterized the RHUBC‐II campaign also presented impediments that worked against
the campaign's objective of determining highly accurate values for the targeted spectroscopic parameters.
Accurate water vapor profiles are essential in radiative closure studies like RHUBC‐II, but in this campaign
they were challenging to attain. Water vapor profiles from radiosondes have known and hard‐to‐correct
accuracy issues in conditions of low humidity and low pressure. For RHUBC‐II, the application of a well‐

regarded approach to correcting these inaccuracies in sonde water vapor
measurements (Miloshevich et al., 2009) did not result in sufficiently
accurate profiles, presumably due to the radiosondes not being represen-
tative of the column above the radiometric instruments. Exploiting the
information on water vapor in GRVP measurements led to further
improvement, but these profiles still were shown to have issues. Two inde-
pendent additional methods were used to improve the GVRP‐retrieved
profiles, one based on sub‐mm measurements and the other based on
measurements in the 400‐ to 550‐cm−1 region, which yielded results for
the respective derived median scale factors that were consistent given
the much larger uncertainties in the analysis. This consistency allows
for some confidence in the profiles used in the sub‐mm and far‐IR closure
studies, but still some residual skepticism in these profiles must remain.
The small interquartile range of the residuals in the sub‐mm analysis
(Figures 6d and 6g), as well as the consistency of the results in the two
lowest PWV bins (1 and 2), allow the derived spectroscopic parameters
in this region to be viewed with a good amount of confidence. The higher
variability of the far‐IR residuals from 250–400 cm−1 do not allow the
same degree of confidence.

The analysis presented here is a significant step forward in investigating
the behavior of dominant thermal radiative processes in the middle and
upper troposphere that occur in the underexplored far‐IR spectral

Figure 16. For 10–2000 cm−1, (a) change in net flux computed by LBLRTM due to continuum changes resulting from
the two Radiative Heating in Underexplored Bands Campaigns (MT_CKD_3.0 vs. MT_CKD_1.2, both calculations
utilize the AER_v_2.2 linefile) for the tropical, U.S. standard, and subarctic winter profiles; (b) change in up flux; and
(c) change in down flux.

Figure 17. For 10–2000 cm−1, change in heating rates computed by
LBLRTM due to continuum changes resulting from the two Radiative
Heating in Underexplored Bands Campaigns (MT_CKD_3.0 vs.
MT_CKD_1.2, both calculations utilize the AER_v_2.2 linefile) for the tro-
pical, U.S. standard, and subarctic winter profiles.
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region. This advance is especially germane given the potential for two upcoming missions that will depend
on a solid knowledge of far‐IR spectroscopy, the National Aeronautics and Space Administration (NASA)
Polar Radiant Energy in the Far‐InfraRed Experiment and the ESA Far‐infrared Outgoing Radiation
Understanding and Monitoring (http://fts.fi.ino.it/forum). However, the uncertainties in the far‐IR water
vapor continuum coefficients determined in this study remain high, arguably a consequence of the challen-
ging conditions that characterized the RHUBC‐II campaign due to its remote and high‐altitude location. In
order for calculations of middle and upper tropospheric thermal fluxes and cooling rates to have the same
confidence as lower tropospheric calculations, additional radiative closure studies and laboratory studies
of the far‐IR should be undertaken.
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